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Spatio- and spectro-temporal data are the most common data in many domain areas, including bioinformatics and neuroinformatics. Still there are no sufficient methods to model such data and to discover complex spatio-temporal patterns from it. The brain is functioning as a spatio-temporal information processing machine and brilliantly deals with spatio-temporal data, thus being a natural inspiration for the development of new methods for brain data modeling and pattern recognition. The presented research aims at the development of a 3D neurogenetic model of the human brain, called NeuCube, that can be efficiently utilized for spatio-temporal brain-gene data modeling and pattern recognition. The NeuCube is a 3D evolving probabilistic SNN (epSNN).

epSNN are built on the principles of evolving connectionist systems [1] and eSNN in particular [2,3] and on probabilistic neuronal models (e.g. [4]). The latter extent the popular leaky integrate-and-fire spiking model with the introduction of some biologically plausible probabilistic parameters. The epSNN are evolving structures that learn and adapt to new incoming data in a fast incremental way.

The overall architecture of the NeuCube is presented in [5]. It consists of a reservoir type brain structural map, an input module for converting input stimuli into spike trains, an eSNN classifier and a gene regulatory network module. The research explores different types of neuronal models and dynamic synapses, including a SPAN model [6,7] and a novel deSNN model that implements the time-to-first spike principle and Fusi’s algorithm implemented on the INI Zurich (www.ini.unizh.ch) SNN chip [8].

Examples of using the NeuCube architecture for brain data modeling are given on EEG-, fMRI-, MEG- and other types of brain spatio-temporal data with applications including BCI. Neurogenetic models are promising for modeling and prognosis of neurodegenerative diseases such as Alzheimer’s disease [9,10] and for personalized medicine in general [11]. Future research is expected to continue through tighter integration of knowledge and methods from information science, bioinformatics and neuroinformatics [12]. The research is relevant to the future development in the neuromorphic engineering area.

The research is funded by the EU FP7 Marie Curie project ‘EvoSpike’ and the Knowledge Engineering and Discovery Research Institute KEDRI (www.kedri.info) of the Auckland University of Technology.

References:


http://www.springerlink.com/content/978-3-642-30686-0/?MUD=MP


Biodata:

**Professor Nikola Kasabov**, FIEEE, FRSNZ is the Director of the Knowledge Engineering and Discovery Research Institute (KEDRI), Auckland. He holds a Chair of Knowledge Engineering at the School of Computing and Mathematical Sciences at Auckland University of Technology. Currently he is also an EU FP7 Marie Curie Visiting Professor at the Institute of Neuroinformatics, ETH and University of Zurich. Kasabov is a Past President of the International Neural Network Society (INNS) and the Asia Pacific Neural Network Assembly (APNNA). He is a member of several technical committees of IEEE Computational Intelligence Society and a Distinguished Lecturer of the IEEE CIS. He has served as Associate Editor of Neural Networks, IEEE TrNN, IEEE TrFS, Information Science, J. Theoretical and Computational Nanosciences, Applied Soft Computing and other journals. Kasabov holds MSc and PhD from the Technical University of Sofia, Bulgaria. His main research interests are in the areas of neural networks, intelligent information systems, soft computing, bioinformatics, neuroinformatics. He has published more than 450 publications that include 15 books, 130 journal papers, 60 book chapters, 28 patents and numerous conference papers. He has extensive academic experience at various academic and research organisations in Europe and Asia. Prof. Kasabov has received the INNS Gabor Award (2012), AUT VC Individual Research Excellence Award (2010), Bayer Science Innovation Award (2007), the APNNA Excellent Service Award (2005), RSNZ Science and Technology Medal (2001), and others. He is an Invited Guest Professor at the Shanghai Jiao Tong University. More information of Prof. Kasabov can be found on the KEDRI web site: [http://www.kedri.info](http://www.kedri.info).