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Fig. 6. These figures show the raster plot for the AER encoded samples from the Crash and No crash classes. It can be seen that there is a similarity
between the spike trains of Crash class, sample 1 (left figure) & No crash class, sample 2 (right figure).

TABLE II
CLASSIFICATION ACCURACY FOR SPIKING NEURAL NETWORK BASED CLASSIFIERS. THE PAREMETER C FOR THE DESNNM AND DESNNM HAS BEEN

OPTIMIZED BETWEEN 0 AND 1 (WITH 0.1 STEP)

SNN Classifiers
SDSP SNN eSNNs eSNNm deSNNs deSNNm

Accuracy (%) 70 40 60 60 90
No. of training iteration 5 one-pass one-pass one-pass one-pass

Fig. 8. The figure shows the spike raster plot, weights change and the
membrane potential (for neuron 0) for the eSNNs that utilizes rank order
without the SDSP dynamics

of 70%, 60%, 40% and 60% respectively. Also, the SDSP
SNN method is not one-pass learning, therefore requiring
several iterations which in this case is 5 iterations to achieve
best results. The methods incorporating only the rank order
coding (eSNNs, eSNNm) did not perform very well because
(see raster plots of different classes) many of the samples
from both the classes have almost similar spike patterns. The
eSNNs especially under-performs due to the absence of SDSP
mechanism and dynamic synapses. On the other hand it can be

Fig. 9. This figure shows the spike raster plot, weights change and
the membrane potential (mV) for the deSNNs. From the weights and the
membrane potential (of neuron 0) graph it can be seen that due to the
spike driven synaptic plasticity, the synaptic weights adjustments are faster
compared to Fig. 8, for the sample from the same class

seen that these spike based classifiers are robust to noise and
handle temporal aspect of the data very well. This experiment
proves the feasibility of spike based classifiers. Compared to
the traditional methods, this is a spike based approach where
the need to convert spike times into vectors is eliminated make
the whole system online, one-pass learning method.

Further development of the research is expected to be in
the direction of utilizing neuromorphic computation for real
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Fig. 10. Schematic diagram of an AER chip to chip communication example.
As soon as a sending node on the source chip generates an action potential its
address is written on the Address-Event Bus. The destination chip decodes the
address-events as they arrive and routes them to the corresponding receiving
nodes.

time applications. Example is given in fig.11. A major issue
in the future development of deSNN models and systems for
STPR is the optimization of the numerous parameters. One
way is to combine the local learning of synaptic weights
with global optimisation of SNN parameters. Three approaches
can be investigated: evolutionary computation methods [18];
gene regulatory network (GRN) model [19], [20]; using both
together. Neurogenetic models are promising for cognitive
robotic systems and for the prognosis of neurodegenerative
diseases such as Alzheimers disease [19] especially when
probabilistic neuronal models are employed [21]. Person-
alized modeling and personalized medicine using personal
spatio/spectro-temporal data can be further developed [22],
[23] especially in the area of brain-machine interfaces [24].

Fig. 11. An example of utilizing neuromorphic computation for re40al time
applications
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S. Renaud et al., “Neuromorphic silicon neuron circuits,” Frontiers in
neuroscience, vol. 5, 2011.

[6] N. Kasabov, Evolving connectionist systems: The knowledge engineering
approach. Springer-Verlag New York Inc, July 2007.

[7] S. Wysoski, L. Benuskova, and N. Kasabov, “Evolving spiking neural
networks for audiovisual information processing,” Neural Networks,
vol. 23, no. 7, pp. 819–835, 2010.

[8] S. Fusi, M. Annunziato, D. Badoni, A. Salamon, and D. Amit, “Spike-
driven synaptic plasticity: theory, simulation, vlsi implementation,” Neu-
ral Computation, vol. 12, no. 10, pp. 2227–2258, 2000.

[9] S. Thorpe and J. Gautrais, “Rank order coding,” Computational neuro-
science: Trends in research, vol. 13, pp. 113–119, 1998.

[10] Q. Song and N. Kasabov, “NFI: A neuro-fuzzy inference method for
transductive reasoning,” Fuzzy Systems, IEEE Transactions on, vol. 13,
no. 6, pp. 799–808, 2005.

[11] T. Cover and P. Hart, “Nearest neighbor pattern classification,” Informa-
tion Theory, IEEE Transactions on, vol. 13, no. 1, pp. 21–27, 1967.

[12] A. Morrison, M. Diesmann, and W. Gerstner, “Phenomenological models
of synaptic plasticity based on spike timing,” Biological Cybernetics,
vol. 98, no. 6, pp. 459–478, 2008.

[13] J. Brader, W. Senn, and S. Fusi, “Learning real-world stimuli in a neural
network with spike-driven synaptic dynamics,” Neural computation,
vol. 19, no. 11, pp. 2881–2912, 2007.

[14] S. Song, K. Miller, L. Abbott et al., “Competitive hebbian learn-
ing through spike-timing-dependent synaptic plasticity,” nature neuro-
science, vol. 3, pp. 919–926, 2000.

[15] P. Lichtsteiner and T. Delbrück, “A 64x64 aer logarithmic temporal
derivative silicon retina,” Research in Microelectronics and Electronics,
vol. 2, pp. 202–205, 2005.

[16] E. Chicca, A. Whatley, P. Lichtsteiner, V. Dante, T. Delbruck, P. Del
Giudice, R. Douglas, and G. Indiveri, “A multi-chip pulse-based neu-
romorphic infrastructure and its application to a model of orientation
selectivity,” IEEE Transactions on Circuits and Systems I, vol. 5, no. 54,
pp. 981–993, 2007.

[17] D. Fasnacht and G. Indiveri, “A PCI based high-fanout AER mapper with
2 GiB RAM look-up table, 0.8µs latency and 66 mhz output event-rate,”
in Conference on Information Sciences and Systems, CISS 2011, Johns
Hopkins University, March 2011, pp. 1–6.

[18] G. Indiveri and T. Horiuchi, “Frontiers in neuromorphic engineering,”
Frontiers in Neuroscience, vol. 5, 2011.

[19] N. Kasabov, R. Schliebs, and H. Kojima, “Probabilistic Computational
Neurogenetic Modelling: From Cognitive Systems to Alzheimer’s Dis-
ease,” IEEE Transactions on Autonomous Mental Development, vol. 3,
no. 4, pp. 1–12, 2011.

[20] L. Beňušková and N. Kasabov, Computational neurogenetic modeling.
Springer Verlag, 2007.

[21] N. Kasabov, “To spike or not to spike: A probabilistic spiking neuron
model,” Neural Networks, vol. 23, no. 1, pp. 16–19, 2010.

[22] ——, “Global, local and personalised modeling and pattern discovery
in bioinformatics: An integrated approach,” Pattern Recognition Letters,
vol. 28, no. 6, pp. 673–685, April 2007.

[23] N. Kasabov and Y. Hu, “Integrated optimisation method for personalised
modelling and case studies for medical decision support,” International
Journal of Functional Informatics and Personalised Medicine, vol. 3,
no. 3, pp. 236–256, 2010.

[24] T. Isa, E. Fetz, and K. Müller, “Editorial: Recent advances in brain-
machine interfaces,” Neural Networks, vol. 22, no. 9, pp. 1201–1202,
2009.

560




